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Dopamine is widely observed to signal anticipation of future
rewards and thus thought to be a key contributor to affectively
charged decision making. However, the experiments supporting this
view have not dissociated rewards from the actions that lead to, or
are occasioned by, them. Here, we manipulated dopamine pharma-
cologically and examined the effect on a task that explicitly disso-
ciates action and reward value. We show that dopamine enhanced
the neural representation of rewarding actions, without signifi-
cantly affecting the representation of reward value as such. Thus,
increasing dopamine levels with levodopa selectively boosted stria-
tal and substantia nigra/ventral tegmental representations associ-
ated with actions leading to reward, but not with actions leading to
the avoidance of punishment. These findings highlight a key role for
dopamine in the generation of appetitively motivated actions.

functional MRI | striatum | decision-making

ubstantial evidence indicates that the neuromodulator dopa-

mine plays at least two roles in behavioral guidance. One is to
signal prediction errors regarding expected reward value (1-3),
prediction errors that are also used by the striatum to guide se-
lection of appropriate actions (4-6). A second, less emphasized,
role for dopamine is to invigorate actions associated with reward
(7, 8). Thus, dopamine depletion results in decreased motor ac-
tivity and decreased motivated behavior (9, 10) along with de-
creased vigor or motivation to work for rewards in demanding
reinforcement schedules (7, 11). These joint roles in reward
prediction and motivational control can create situations that
result in conflict, such as what happens when reward is attainable
solely by not acting (no-go).

It has been suggest that the exact opposite may be true of se-
rotonin. That is, although the nature of any opponency between
appetitive and aversive systems remains the subject of much de-
bate (12-14), there are suggestions that serotonin acts as a mirror
to dopamine and is associated with behavioral inhibition in
aversive contexts (13-17). These joint roles would lead to conflict
when punishment can be avoided only by acting (go).

Such conflicting cases have been a focal point of recent studies
where the critical manipulation involved an orthogonalization of
action requirements and outcome valence (15, 18). In the latter
study we highlighted anticipatory representations in the striatum
and substantia nigra/ventral tegmental area (SN/VTA) that
reflected a dominance of action representation over an expected
dominance of reward value representations, thereby hinting at
a specific role for dopamine in motivation for action (18).

Here, we tested the contributions of dopamine and serotonin
to action and valence representations, with a specific focus on the
areas we had previously highlighted, namely the striatum and SN/
VTA. First, we trained participants on a balanced 2 (reward/
punishment) X 2 (go/no-go) task that orthogonalized action and
valence (18). When performance reached 95% correct choices in
all conditions, participants were then assigned to receive placebo,
levodopa (150 mg), or citalopram (24 mg in oral drops, equiva-
lent to 30 mg in tablets). The pharmacological agents are as-
sumed to increase postsynaptic levels of dopamine and serotonin,
respectively. We then tested the very same participants, under
identical task conditions, while acquiring functional (f)MRI (18).
A key difference between our protocol and those used in previous
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studies addressing the relationship between action and valence
(19, 20) is its ability to separate activity elicited by anticipation,
action performance, and the receipt of an outcome. Thus, within
this design we could index the effects of dopamine and serotonin
manipulations on brain activity elicited during an anticipatory
phase, separate from effects associated with action implementa-
tion (motor response) or outcome processing.

Our focus in this experiment is on the invigoration of an action
before actual execution of any overt motor component. The
process of action invigoration is likely to be multifaceted and
includes deployment of cognitive resources (attention and sen-
sory process) that allow a directing effect on the specific action
that is being prepared. This dual association of motoric and
cognitive components that interact to sculpt a motor response is
a general mechanism that allows adaptive interactions with the
environment. To what extent invigoration of action, and the as-
sociated deployment of distinct cognitive resources, can be spe-
cifically attributed to the observed anticipatory responses in the
midbrain/basal ganglia network goes beyond the immediate goal
and scope of the present study.

Results

Fifty-two subjects performed a go/no-go task involving reward
and punishment (18) after administration of placebo (20), levo-
dopa (16), or citalopram (16). On each trial, participants first saw
one of four abstract fractal cues (Fig. 1 and SI Materials and
Methods). These cues informed the subjects of a requirement to
emit (go) or not emit a button press (no-go) to a target within
a time limit of 700 ms as well as the valence of feedback related to
an appropriately executed response to the target (reward/no re-
ward or punishment/no punishment). The target was a circle that
could appear either to the right or to the left, and participants
had to indicate its location with a manual button press. Thus,
there were four trial types signaled by the identity of a fractal cue
presented at the beginning of the trial comprising (i) press the
correct button to the target to gain a reward (go to win), (i) press
the correct button to the target to avoid punishment (go to avoid
losing), (iii) do not press any button to the target to gain a reward
(no-go to win), and (iv) do not press any button to the target to
avoid punishment (no-go to avoid losing). In half the trials, the
fractal image was not followed by the target and no feedback was
provided (Fig. 1). Therefore, at the beginning of each trial, fractal
images specified action requirements (go vs. no-go) and outcome
valence (reward vs. punishment). However, the actual target
detection task and outcome receipt were presented only in half
the trials. In effect this manipulation allowed us to decorrelate
activity related to anticipation cued by fractal image presentation
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Fig. 1. Experimental design. In each trial one of
four possible fractal images indicated the combi-
nation between action (making a button press in
“go” trials or withholding a button press in “no-
go” trials) and valence at outcome (win or lose). 660
Actions were required in response to a circle that cue

followed the fractal image after a variable delay.
In go trials, subjects indicated via a button press
on which side of the screen the circle appeared.
In no-go trials they withheld a response. After a

go to win

250-2000 ms

1500 ms

. . target detection
brief delay outcome was signaled where a green maxRT=700 ms
upward arrow indicated a win of £1, a downward
red arrow indicated a loss of £1, and a horizontal 1000 ms
bar indicated the absence of a win or a loss. In go
to win trials a correct button press was rewarded, 1000 ms

in go to avoid losing trials a correct button press
avoided punishment, in no-go to win trials with-

holding a button press led to reward, and in no- 150 1500 me

go to avoid losing no go to win

no go to avoid losing

50% of trials.
end here

go to avoid losing trials withholding a button press avoided punishment. The outcome was probabilistic so that 70% of correct responses were rewarded in
win trials and 70% of correct responses were not punished in lose trials. The red line indicates that half of the trials did not include the target detection task
and the outcome. Subjects were trained in the task and fully learned the contingencies between the different fractal images and task requirements before

administration of the treatment (levodopa, citalopram, or placebo).

from activity related to actual motor performance and trial out-
come. A technical advantage motivating this specific design is its
obviation of a need for long jitters that are often necessary to
disambiguate distinct task components.

Administration of Levodopa and Speeding of Go Responses. For
conciseness we report only behavioral data for the levodopa and
placebo groups (see Fig. S1 for the nill effects of citalopram).
Reaction times (RTs), recorded on go trials alone (as no action
should be executed on no-go trials), were submitted to an analysis
of variance (ANOVA) with valence (win/avoid losing) as a within-
subject factor and treatment (levodopa, placebo) as a between-
subjects factor. We found main effects of treatment [F(1, 34) =
6.65; P = 0.014] and valence [F(1, 34) = 10.86, P = 0.002] in the
absence of a treatment X valence interaction [F(1, 34) = 0.65; not
significant (NS)]. The main effect of valence reflected a speeding
up of responses on go to win trials over go to avoid losing trials. A
main effect of treatment reflected a speeding up of responses in
the levodopa condition relative to placebo (Fig. 2B). Thus, these
results demonstrate levodopa led participants to respond faster in
all go conditions. However, this speeding-up effect of levodopa did
not interact with a general increase in RTs induced by anticipation
of punishment across all treatment groups. This valence effect on
reaction times is akin to punishment-induced inhibition (15, 21)

and demonstrates that participants anticipated valence along with
action in this paradigm.

Note that participants were extensively trained outside the
scanner and consequently showed an expected high level of accu-
racy throughout the scanning session (probability of correct
responses >95% for all conditions and treatment groups; Table S1).
Note further that in the go trials a response may be unsuccessful
even in correct trials, if RT exceeds the requisite response window
(response within 700 ms). An ANOVA on the probability of suc-
cessful target response (on time go responses), with action (go/no-
go) and valence (win/lose) as within-subject factors and treatment
(Ievodopa, placebo) as a between-subjects factor, revealed a main
effect of action [F(1, 34) = 30.16, P < 0.001], a main effect of va-
lence [F(1, 34) = 15.58, P < 0.001], and an action X valence in-
teraction [F(1, 34) = 34.95, P < 0.001]. As illustrated in Fig. 24, this
interaction was due to a decreased probability of a correct (on time)
response in the go-to-avoid-losing condition compared with go to
win [#(35) = 5.53, P < 0.001], but with no difference being evident in
no-go conditions [#(51) = —1.5, NS]. There was no effect of treat-
ment or any treatment-dependent interactions.

Levodopa Enhances Brain Representations of Anticipated Actions for
Rewards. To examine how modulation of brain dopamine and
serotonin influenced neural responses related either to antici-

Fig. 2. Behavioral results. (A) Mean
percentage of successful trials (on-
time go responses) following adminis- 1
tration of levodopa (light shading) or
placebo (checkered). A successful trial
-
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involved a correct response within the
response deadline for the go trials (go
to win and go to avoid losing) and
withholding response on the no-go
trials (no-go to win and no-go to avoid
losing). For go trials, anticipation of
punishment decreased the percentage
of successful trials but these effects
were not modulated by drug admin-
istration. (B) Mean reaction times (RT) 0.7 *
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(checkered). Data are split between go
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of levodopa decreased reaction times

in all go trials regardless of valence anticipation. Across groups anticipation of valence increased reaction times and this effect was not modulated by levodopa.
Error bars indicate SEM. Post hoc comparisons were implemented by means of repeated measures t test: *P < 0.05.
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pation of action (go/no-go) or to anticipation of valence (win/
avoid losing) we examined blood oxygen level-dependent
(BOLD) activity evoked by fractal cue onset. By design these cues
predict, on each trial, precise action requirements and their va-
lence dependencies. Hence, unless stated otherwise all our anal-
yses pertain to cue-related brain responses.

We first assessed main effects (action and valence) across all
treatment groups to highlight voxels that responded to these ex-
perimental factors. We then assessed the impact of our pharma-
cological manipulations on these voxels. Note we failed to observe
any behavioral effect with administration of citalopram and, in the
interests of parsimony, we focus on levodopa treatment effects (for
detailed results of the citalopram condition see Figs. S5 and S6).

A voxel-based analysis (Fig. S2) revealed a simple main effect of
“action anticipation” (go > no-go) in a cluster that included peaks
in right [Montreal Neurological Institute (MNI) space coordinates
(x,y,2) 10, 12, 8; peak Z = 6.29; P < 0.001 family wise error cor-
rected (FWE)] and left caudate (MNI -8, 7, 4; peak Z = 5.68; P =
0.001 FWE) as well as in left (MNI —28, -5, —3; peak Z = 5.65; P =
0.001 FWE; MNI -24, -1, 8; peak Z = 5.6; P = 0.001 FWE) and
right putamen (MNI 26, 7, —4; peak Z = 5.36; P = 0.004 FWE;
MNI 22, 6, 8; peak Z = 5.02; P = 0.02 FWE). This cluster also
included the left thalamus (MNI —12, 20, 10; peak Z = 6.07; P <
0.001 FWE) extending into the bilateral SN/VTA [MNI 12, —18,
—10; peak Z = 4.89; P < 0.001, small volume correction (SVC);
MNI -7, =22, —14; peak Z = 4.3; P = 0.002, SVC]. We also ob-
served an effect in bilateral insula (MNI 32, 26, 5; peak Z = 5.19;
P = 0.009 FWE; MNI —42, 15, 0; peak Z = 4.89; P = 0.034 FWE)
and bilateral cerebellum, respectively (MNI 38, —46, —32; peak
Z =5.37; P = 0.004 FWE; MNI -6, —74, —18; peak Z = 4.87; P =
0.037 FWE). This overall pattern is strikingly similar to what we
have reported previously (18).

Consistent with previous studies (18, 22, 23) we also found
greater activity in the winning relative to avoid losing conditions
in right ventral striatum (MNI 8, 18, —2; peak Z = 4.56; P =
0.001 SVC FWE) and right SN/VTA (MNI 7, 20, 15; peak Z =

3.64; P = 0.018 SVC FWE) (Fig. S2 C and D). However, the
effect of “valence” (win > avoid losing) was both weaker and
more restricted than the main effect of action, and closer in-
spection shows it was largely driven by a difference between win
and avoid-losing trials in go but not in no-go trials (Fig. S3).

We next extracted parameter estimates in voxels showing
a simple main effect of action across all treatment groups, for each
participant in each condition (go to win, go to avoid losing, no-go
to win, and no-go to avoid losing). These voxels were then con-
strained using anatomical region of interest (ROI) masks (bi-
lateral caudate, putamen, SN/VTA, insula, and cerebellum), such
that the mean values of each parameter estimate across the ac-
tivated voxels in each anatomical structure could be calculated
separately. In the striatum and the SN/VTA, levodopa enhanced
the difference in BOLD response relative to placebo between go
and no-go conditions, an effect evident solely when the possible
trial outcome was a win (Fig. 3). This effect was significant in an
action X valence X treatment interaction in all functional ROIs
within the striatum and the SN/VTA. The sole exception was right
caudate and left SN/VTA, which showed an action X treatment
and an action x valence interaction (Table 1). In the insula and
the left cerebellum there was no interaction (Table 1).

Thus, the effects of levodopa on action representation were
restricted to striatum and SN/VTA. Post hoc # tests showed that
within the striatum levodopa resulted in more positive parameter
estimates, relative to placebo, for the go to win conditions and
more negative parameter estimates for the no-go to win condi-
tion (P < 0.05). This result contrasts with the pattern seen in SN/
VTA, where a difference was entirely driven by an increase in
parameter estimates in go to win conditions, with no effect on
the no-go to win condition (P < 0.01).

We next ascertained parameter values for each condition,
averaged across all voxels for the regions showing a main effect
of valence. In the right ventral striatum, this analysis highlighted
greater activity in win relative to avoid losing trials but only when
a go action was required to obtain an outcome [action X valence

L-dopa placebo
left putamen right putamen
g b 10
g
38 '
£ . mhn N | ..
to win to avoid losing to win to avoid losing
Fig. 3. Effects of levodopa on action anticipation
left caudate right caudate in the striatum and the SN/VTA. Mean (+SEM) pa-
.. rameter estimates for the contrast between fractal
3 10 10 images indicating go trials and fractal images in-
Eq ) dicating no-go trials (action anticipation) are pre-
2 g’ sented separately for win (green) and avoid losing
*E g 5 5 . - (red) trials. Solid color represents the effects for the
ES I i group that received levodopa and checkered color
g of oE_ . e 0 = - = shows those for the group that received placebo.
to win to avoid losing to win to avoid losing Regions of interest were functionally defined as
activated voxels in the contrast “go > no-go” across
left SN/VTA right SN/VTA all treatment groups within the caudate, the puta-
men, and the SN/VTA bilaterally. In all functional
é 10 . 10 * ROIs, Levodopa can be seen to increase activity in
Eg the contrast between go and no-go trials when the
32 outcome of the correct action choice was a win. The
2 5 5 contrast between go and no-go trials when the out-
E = . T . _r come of the correct action choice was avoidance of
S  of S5 of S . s a loss was not affected by the drug. Post hoc com-
to win to avoid losing to win to avoid losing parisons were implemented by means of a t test:
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*P < 0.05; **P < 0.01; ***P < 0.005.
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Table 1. Effects of valence and drug on action representation (go > no go) within voxels responsive to action

Action by drug

Action by valence

Action by valence by drug

Left putamen
Right putamen
Left caudate
Right caudate
Left SN/VTA
Right SN/VTA
Left insula

Right insula

Left cerebellum
Right cerebellum

F(1,34) = 4.42; P = 0.043*
F(1,34) = 2.12; P = 0.154
F(1,34) = 6.96; P = 0.012*
F(1,34) = 6.78; P = 0.014*
F(1,34) = 4.14; P = 0.05*
F(1,34) = 4.5; P = 0.041*
F(1,34) = 1.96; P = 0.661
F(1,34) = 0.01; P = 0.941
F(1,34) = 0.97; P = 0.332
F(1,34) =7.31; P=0.011*

F(1,34) = 6.73; P = 0.014*
F(1,34) = 0.74; P = 0.395
F(1,34) = 6.93; P = 0.013*
F(1,34) = 4.93; P = 0.033*
F(1,34) = 4.84; P = 0.035*
F(1,34) =7.21; P=0.011*
F(1,34) = 0.07; P = 0.796
F(1,34) = 3.65; P = 0.064
F(1,34) = 1.24; P = 0.274
F(1,34) = 2.99; P = 0.093

F(1,34) = 6.85; P = 0.014*
F(1,34) = 6.28; P = 0.017*
F(1,34) = 5.57; P = 0.024*
F(1,34) = 3.79; P = 0.06*
F(1,34) = 0.96; P = 0.335
F(1,34) = 6.29; P = 0.017*
F(1,34) = 0.62; P = 0.436
F(1,34) = 1.57; P = 0.221
F(1,34) = 2.32; P=0.137
F(1,34) = 2.17; P = 0.150

*Significant effects at P < 0.05.

interaction F(1, 49) = 7.45; P = 0.010]. This effect was not
influenced by administration of levodopa [valence X treatment F
(2,49) = 0.29, NS; and action X treatment X valence interaction
F(2, 49) = 1.30, NS] (Fig. 4), suggesting it is not dopamine de-
pendent. In the right SN/VTA, greater activity for win trials
relative to lose trials was observed only in the go condition and
only in participants that received levodopa [action X valence X
treatment interaction F(2, 49) = 15.37; P < 0.001) (Fig. 4). Note
that this cluster overlapped with the bigger cluster showing
a main effect of action and an interaction between action, va-
lence, and drug (compare Fig. S2 B and D), where levodopa
specifically increased activity in the go to win condition.

Note that our design enabled us to disambiguate anticipatory
BOLD elicited by the fractal images from the actual motor per-
formance required to the targets. This disambiguation was possi-
ble as on 50% of trials the fractal images were not followed by the
response targets. By including a regressor that accounted for the
motor responses to the target, we can explain away variance as-
sociated with motor execution. To ensure the effects of levodopa
on BOLD signals are not confounded by a drug-induced speeding
of motor responses, we repeated the same analysis but then in-
cluded reaction time of the go responses as a parametric regressor
of no interest. The inclusion of this further regressor explains away
variance due to the trial-by-trial fluctuations of motor perfor-
mance revealed in reaction times. This analysis revealed a valance-
by-drug-by-action interaction in the striatum, including the left
putamen [F(1, 34) = 6.02; P = 0.019], the right putamen [F(1, 34) =
8.77; P = 0.006], and the left caudate [F(1, 34) = 5.63; P = 0.023],
as well as in the right SN/VTA [F(1, 34) = 8.74; P = 0.006]. For
details, see Tables S2 and S3 and Fig. S4. These results show
that the reported effects do not have a trivial motor explanation.
However, they do not imply that anticipatory brain responses are
not related to performance of the motor responses. Indeed one
likely possibility that we cannot test in the current dataset is that if
all trials had included a target, then reaction times to this target
might have been significantly correlated with regional BOLD
responses to the fractals on a trial-by-trial basis.

Fig. 4. Effects of levodopa on valence anticipation in the
striatum and the SN/VTA. Mean (+SEM) parameter estimates
for the contrast between fractal images indicating win trials
and fractal images indicating avoidance of loss trials (valence
anticipation) are presented separately for go (blue) and no-go
(orange) trials. Solid color represents the effects for the group
that received levodopa and checkered color those for the
group that received placebo. Regions of interest were func-
tionally defined as activated voxels in the contrast “win > avoid
losing” across all treatment groups within the caudate, the
putamen, and the SN/VTA bilaterally. No significant differences
between levodopa and placebo groups were found in the right

win > avoid losing
» 3

parameter estimates

o

For the sake of completeness, we note that these conclusions
are identical when we include the citalopram group in the
analysis (Figs. S5 and S6). Finally, activity to outcomes (rather
than anticipation in response to cues) showed no modulation by
either drug, as reported in Fig. S7.

Discussion

We showed that a pharmacologically induced increase in brain
dopamine levels resulted in faster behavioral responses, without
impacting on the ability to retrieve and perform accurately go/
no-go choices that subjects learned before drug administration.
Neurally, this behavioral speeding was mirrored by increased
activity for anticipated go vs. no-go choices in the striatum and
the SN/VTA. Critically, these effects were observed only when
the outcome of a potential action entailed a reward.

The treatment effects of levodopa show that dopamine can
enhance neural representations of rewarded actions independent
of any effect on the representation of reward value. The most
straightforward effect of levodopa was observed in the go to win
condition, a condition that combines an anticipation of action and
an expectation of reward. Indeed, this conjunction of action and
valence is the standard association in studies that have addressed
the neural substrates of reward processing (e.g., refs. 4,23, and 24).
This conjunction also extends to Pavlovian paradigms, where
rewards are delivered no matter what the subject actually does, but
where hard-wired action patterns (such as anticipatory licking) are
usually elicited by reward expectation (25-27). As expected,
levodopa led to a speeding up in reaction times and also signifi-
cantly increased the BOLD signal in dorsal and ventral striatum
and the SN/VTA.

Although one would not expect, a priori, that increased avail-
ability of dopamine in the terminal field of dopamine neurons
would impact on BOLD response in the SN/VTA, studies using
genetically dopamine-deficient mice show that endogenously re-
leased dopamine plays a critical role in afferent control of do-
pamine neuron bursting (28). Given that the BOLD response is
likely to reflect, at least in part, strength of presynaptic input to
a given region (29), it is possible that administration of levodopa

L-dopa
right caudate

placebo
right snivta

=
i
I
|

:

go no go go no go

caudate (including the nucleus accumbens), where an effect of valence anticipation was observed only in go trials. In the right SN/VTA, levodopa increased the
contrast between win and avoid losing trials only when an action was required. Post hoc comparisons were implemented by means of a t test: ***P < 0.005.
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results in increased afferent drive into the neurons located in the
SN/VTA. Confirming this hypothesis, and identifying the neurons
receiving such input, remains a task for future research.

In our experiment the case of no-go to win is especially in-
teresting, given a previously reported dominance of action rep-
resentation in the striatum (18). Here boosting dopamine actually
decreased the overall striatal BOLD signal, the exact opposite of
what might naively be expected from the valence association (win)
of this condition. It would be of particular interest to explore the
differential activity of direct and indirect pathways in the striatum,
because the association of phasic dopamine with anticipation of
reward poses particular problems for theories that couple dopa-
mine increases and decreases directly with influence on go and no-
go pathways, respectively (30). By contrast with its effects in the
striatum, levodopa did not modulate BOLD responses for no-go
to win cues in the SN/VTA, raising an intriguing question about
the precise nature of a coding for expected gain.

In the go to avoid losing condition, there was no detectable
BOLD correlate for the significant speeding in reaction times.
One possibility is that this behavioral effect arises from a tonic
increase in dopamine (as suggested in ref. 11), which would have
been invisible to event-related fMRI. Levodopa is known to exert
dual effects on dopamine release (31), with an increased avail-
ability of presynaptic dopamine increasing both phasic and tonic
dopamine (32). These two signals are associated with different
roles: tonic dopamine with motivational vigor associated with
instrumental actions (7, 8, 11) and phasic dopamine with ex-
pression of a learning-based temporal difference prediction error
for future reward (1, 2). It is not immediately clear how increases
in either form of dopamine release would be expressed in the
striatum or the SN/VTA BOLD signal (for a discussion, see ref.
33), so any conclusions must be tentative.

However, the question of involvement of phasic dopamine in
the go to avoid losing condition is important. Two-factor theories
of active avoidance behavior (34-36) suggest that the transition
from an unsafe to a safe state is coded similarly to a reward, an
idea central to various notions about vigor and learning in
avoidance (13). The lack of an effect of levodopa in the go to
avoid losing condition is troubling for this account. However, our
results do not imply that dopamine is not involved in a go to avoid
losing condition. In showing that dopamine involvement in the go
to win condition is a dominant effect, our data does not outrule
the possibility that future experiments, involving variations of our
experimental paradigm and/or other experimental modalities in-
cluding experiments with animals, might detect a dopaminergic
involvement in the anticipation of actions leading to avoidance of
a loss. It is known that fewer dopamine neurons respond to cues
associated with punishment or punishment avoidance than re-
spond to reward, and despite the fact that such units have long
been recognized (37) they have only recently attracted significant
attention (27, 38). Further, because many dopamine neurons are
inhibited by punishments (39), and by an expectation of punish-
ment, the net signal in the entire population may be subthreshold.
Experimental manipulations involving single-unit recording that
orthogonalize action and valence in a manner similar to the
present experiment would be extremely important in addressing
these mechanistic questions.

Beyond the effects of levodopa, we replicate previous findings
(18) that when a requirement for action and valence outcome are
orthogonalized, action representation dominates valence repre-
sentation in dorsal striatum and SN/VTA (in the placebo con-
dition). As we found before (18), there was no evidence of
a modulation by the possibility of winning vs. avoiding losing in
these regions. This result again bolsters the idea that the striatum
signals a propensity to perform a given action independently
from the value of the states in which that action is taken, akin to
computational accounts of the purest form of actor in an actor—
critic architecture (40).

However, the large number of subjects in the present study en-
abled us to see a robust main effect of anticipation of valence based
on the cues (i.e., g0 to win + no-go to win > go to avoid losing + no-
go to avoid losing) in ventral striatum, a signal that was only
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marginally significant in the previous study. This signal is expected
from a reward prediction error account (4-6, 41), although the lack
of any task in half the anticipatory trials would render a signal that
distinguishes predictions from prediction errors hard to discern.
Importantly, this main effect was observed only when an action was
required. This pattern of response in the ventral striatum suggests it
reports action-dependent reward prediction error signals, i.e.,
expected reward conditional upon an action. The same was true for
the SN/VTA, although this response depended critically on the
effects of levodopa. In fact, a requirement for action associated with
this signal is consistent with an extensive literature reporting reward
prediction errors for state values under experimental conditions
that control for action requirements indirectly through the use of
explicit foil actions (see for example refs. 5, 6, and 42). In those
studies, reward prediction errors were isolated by comparing actions
leading to rewards with foil actions that did not result in reward.

Our results suggest limits to the generality of salience theories
of dopamine (43), notwithstanding the recent imaging studies
where evoked striatal activity did not differentiate between re-
ward and punishment (19, 44, 45) or data that highlight pun-
ishment-associated dopamine neurons (27, 38, 46). As for pure
prediction error accounts, saliency theories founder on our
finding that responses to reward and punishment predictive cues
are markedly different in these same brain areas, dependent on
whether or not an active response is required, in keeping with the
idea that anticipatory striatal representations are dominated by
action rather than action-independent salience representations.

We did not find any behavioral effect of citalopram in our task.
Serotonin has been associated with both punishment (12) and be-
havioral inhibition (13, 14, 17). One previous study found that
tryptophan depletion abolishes punishment-induced inhibition akin
to the disadvantage of performing a go response in the avoid losing
condition compared with the winning condition we observe in our
task (15). However, involvement of serotonin in inhibition is typi-
cally complicated (14, 47), and even the regional effects on serotonin
concentration of single doses of citalopram are controversial (48).

From a methodological perspective the findings we report
highlight the importance of a simultaneous manipulation of
expected reward along with instrumental requirements to fully
reveal the contribution of dopamine (or indeed any other neu-
romodulator). By implementing such an approach we highlight
a dopaminergic contribution to the control of motivation in in-
strumental responding. Our results suggest that dopamine has an
intimate involvement in signaling and invigorating actions likely
to lead to a reward. Consequently, our findings help bind com-
putational ideas regarding the role of dopamine that highlight
a role of motivational vigor with emerging evidence for a domi-
nance of action representations in the striatum.

Materials and Methods

Subjects. Fifty-two healthy volunteers were recruited through University
College London (UCL). Participants were randomly assigned to one treatment
group: 16 participants received levodopa (6 females, age range 18-34 y; mean
23.3, SD = 5y), 16 participants received citalopram (11 females, age range
19-35 y; mean 23.6, SD = 4.67 y), and 20 participants received placebo (6
females, age range 19-27 y; mean 23, SD = 2.47 y). The study was double
blind. All participants were right-handed and had normal or corrected-to-
normal visual acuity. None of the participants reported a history of neuro-
logical, psychiatric, or any other current medical problems. All experiments
were run with each subject’s written informed consent and according to the
local ethics clearance (University College London).

Experimental Design and Task. Each trial consisted of three events: a fractal
cue, a target detection task, and an outcome. The target detection task
involved spatial discrimination as the target was a circle displayed on one side
of the screen for 1500 ms. When the target appeared, participants had the
opportunity to press a button within a time limit of 700 ms to indicate the
target side for go trials or not to press for no-go trials. The requirement to
make a go or a no-go response was dependent on the preceding fractal cue.
The trial timeline is displayed in Fig. 1 (S/ Materials and Methods).
Participants completed the task inside the scanner 1 h after receiving
levodopa (150 mg + 37.5 mg benserazide) or 3 h after receiving citalopram (24
mg in drops, which is equivalent to 30 mg in tablet). Participants completed
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a subjective state analog-scales questionnaire on three occasions. We did not
detect any difference in subjective ratings between experimental conditions
(SI Materials and Methods, Table S4).

Scanning was divided into four 8-min sessions comprising 20 trials per
condition (S/ Materials and Methods). Before any treatment was adminis-
tered, we ensured that subjects learned the meaning of the fractal images
and performed the task with a high level of accuracy (SI Materials and
Methods). Subjects were paid £40 for participation. Moreover, they were told
that they would be paid their earnings from the task up to a maximum of £20.

Behavioral Data Analysis. The behavioral data were analyzed using the sta-
tistics software SPSS, version 16.0. The number of correct on-time button press
responses per condition was analyzed with a 2 x 2 x 2 ANOVA with action
(go/no-go) and valence (win/lose) as within-subjects factors and treatment
(levodopa/placebo) as a between-subject factor. Response speed in “go”
trials was analyzed by considering the button press RTs to targets and the
proportion of trials where button press RTs exceeded the response deadline.
To further analyze these effects we performed post hoc t tests.

fMRI Data Acquisition and Analysis. fMRI was performed on a 3-Tesla Siemens
Allegra scanner with echo planar imaging (EPI) with BOLD contrast. Standard
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preprocessing was performed and for each individual subject we estimated
ageneral linear model that included our four conditions of interest (S/ Materials
and Methods).

At first-level analysis, regionally specific condition effects were tested by
using linear contrasts for each subject and each condition of interest. We
tested the effects of the pharmacological treatment on voxels that were
sensitive to the contrast of interest across pharmacological groups. We de-
fined functional ROIs, at the second level, by using a 2 x 2 ANOVA with the
factors "action” (go/no-go) and valence (win/lose) that did not include
treatment as a factor. Results of this selection process are reported FWE
corrected for the whole brain or for small volume in areas of interest at P <
0.05 (S/ Materials and Methods).

Within functional ROIs, mean parameter estimates for each condition and
subject were extracted across activated clusters, using the marsbar toolbox (49),
and analyzed using an ANOVA with action, valence, and drug (S/ Materials
and Methods).
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